
Construction Methods for Error Correcting Output Codes 

Using Constructive Coding and Their System Evaluations 

Shigeichi Hirasawa    (Waseda University)

Gendo Kumoi (Waseda University)

Hideki Yagi                (The University of Electro-Communications)

Manabu Kobayashi    (Waseda University)

Masayuki Goto (Waseda University)

Hiroshige Inazumi (Aoyama Gakuin University)

IEEE International Conference on Systems, Man, and Cybernetics, 

October  9-12, 2022, Prague, Czech Republic



WASEDA University

There are two methods for solving the multi-valued classification problem:

(i) a method of directly extending a single binary classifier to a multi-valued

classifier and 

(ii) a method of constructing a multi-valued classifier using multiple binary

classifiers.

→ Error Correcting Output Code (ECOC)

No. 1
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Out line of this paper 
I. IINTRODUCTION

II. CODEWORD TABLES

A. Configuration of Codeword Tables : definitions and properties of ECOC

B. Exhaustive Codes [6]

C. Modified Reed-Mullar (RM) Codes [7] : proposed codes

III. CODEWORD TABLE BASED ON CONSTRUCTIVE CODING

A. Modified RM Code and Hadamard Matrix: to derive Simplex codes

B. Simplex Code: main discussions of this paper                                         

IV. PERFORMANCE OF ECOC UING CONSTRUCTIVE CODING

A. Performance Evaluation Methods for ECOC : preparations for discussions

B. Analysis of Classification Performance for Simplex Codes

C. Comparison between RM Codes and mRM Codes

D. The Probability of Classification Error between Categories Pce for ECOC using Simplex Codes
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Continued

V. SYSTEM EVALUATION USING A TRADE-OFF FUNCTION：Main Investigations of this paper

A. Trade-off Relationship : See Appendix A

B. System Evaluation of ECOC using Simplex Code

C. Computational Results by Artificial Data [17], [19]

D. Experimental Results by Benchmark Data

VI. DISCUSSIONS

A. Performance Improvement of RM code by mRM code

B. Comparison Between Simplex Codes and Exhaustive codes

C. Properties of Simplex Codes by System Evaluation Model : main results of this paper

D. Further Remarks

VII. CONCLUDING REMARKS

APPENDIX

A. System Evaluation Model Based on Trade-off Relationship
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[Code construction]

a Reed-Muller (RM) code 

↓・・・・ modifying the RM code to be suitable for the ECOC 

a modified RM (mRM) code [7] 

↓↑・・・relationship

Hadamard matrix [8]–[10]

a class of the simplex codes・・・ satisfy the Plotkin bound by the equality
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[System Evaluations]

the trade-off relationships between :

・code length (system investment cost) N and 

・the probability of classification error Pce between categories 

(system performance degradation)

・for the number of categories (system scale) M, 

using (a) artificial data and (b) benchmark data 

It is shown that as the number of categories M becomes large, the ECOC 

system has “elastic property” and “effective elastic property”.

Appendix A

Trade-off relationships
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d 1 d 2 d N

c 1

c 2

W

cM

Codeword Table

N

M

ECOC constructive code

N # of binary  classifiers code length

M # of categories # of codewords

(N, log2M , D ) code
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Examples

c i 1 0 1 1 1 0 1

c i
C 0 1 0 0 0 1 0

d j d j
C

0 1

0 1

1 0

0 1

1 0

1 0

(M=6)

(N=7)

0        1 : interchanged
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0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1

0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1 1

0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1

0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1

Example : Case of M=5, N=15

・・・

32

5

15

dj
dj

C
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・・・

・・・

ci

ci
C



WASEDA University No. 12

The (M − 1, log2M, M/2) mRM code is superior compare to the (M, log2M, M/2) orthogonal code 

with relatively high rates, which achieve a linear equidistant code with the distance M/2, where N = 

M − 1 holds. However, an mRM code exists only the case where N = 2m − 1.

On the other hand, for the Hadamard matrix HM whose M × M elements are from {−1, +1}, the 

codeword table of the equidistant code is also obtained by replacing +1’s by 0’s, and −1’s by 1’s and 

removing the all 0’s column (or the all 1’s column), the resultant codeword table gives an (M − 1, 

log2M, M/2) code which has the same code parameter as that given by mRM code, where N = 2m − 1 

holds. 

In addition, any positive integer ℓ (ℓ ≥ 3), the Hadamard matrix HM is expected to exist, when M = 

4ℓ [8], [9], [12]. Hence there is a hypothesis that it exists [8], [13], and examples are known with 

their construction methods [10].
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Replace +1’s by 0’s, and −1’s by 1’s, then we obtain the (11, log212, 6) simplex  code.



WASEDA University

Usually, s 

No. 14

An (N, log2(N + 1),(N + 1)/2) binary simplex code

↓ ・・・known to be generated by 

a (2m − 1, m, 2 m−1 ) dual code of the (2m −1, 2 m −1−m, 3) Hamming code [9] . 

・ In that sense, the modified RM code gives another method for generating the 

simplex code. This is, however, only the case when N = 2 m − 1. 

The Hadamard matrix HM (M = 4ℓ for ℓ (ℓ ≥ 3)) )is expected to exist

↓・・・ replace +1’s by 0’s, and −1’s by 1’s, and

↓・・・ by removing the all 0’s (or the all 1’s) columns of a given HM

(N, log2(N + 1),(N + 1)/2) binary simplex code =

(M-1, log2M, M/2) binary simplex code
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The mRM code improves the Pce removing the complement codewords of the RM code

↓・・・ conversely

The number of complements is increased by replacing the s codeword(s) of the mRM

code with its (their) complement(s) for M = 8

# of the complements : s = 0 (mRM code), 

1 (replace c8 by c9 since c1 = c9
C), 

2 (in addition replace c7 by c10, since c2 = c10
C

3, and 4

(a) Artificial data : (µ, σ2 ) = (1.0, 0.1)Numerical computation

(b)  Benchmark data : EMNIST                 Experiment

The Pce is increased as s increased.
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(a) Artificial data : (µ, σ2 ) = (1.0, 0.1) Numerical computation

(b)  Benchmark data : EMNIST               Experiment
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The ECOC has a trade-off relationship between

・The code length N (investment cost) and 

・The probability of classification error Pce (performance deterioration) 

for a given number of categories M (system scale) 

The performance of the simplex code is evaluated by Pce, referring that of the 

shortened exhaustive code of length N, where Nmin ≤ N ≤ Nmax, and Nmin = ⌈log2 M⌉

]

To relatively compare with any M, we normalize the variables as

・n = N/Nmax and  

・pce = Pce/Pce,max,

where

Nmax = 2M−1 − 1

Nmin = ⌈log2 M⌉, and 

Pce,max = 1/2
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The rate-distortion function can be written as:

R = R(D).                                                          (11)

Let the rate R be normalized by the maximum of R, Rmax, and the distortion D, 

by the maximum of D, Dmax, then we have the following normalized function by 

r = R/Rmax, and d = D/Dmax, and introducing G: 

r = r (d; G).                                                        (12)  
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From Figs. 3 and 4, for both artificial and benchmark data, the following results are 

clarified:

(i) Flexible property

For a given M, the pce of the simplex code (indicated by ■) is almost on the trade-off   

curve of the shortened exhaustive code. The shortened exhaustive code exhibits  

Flexible property.

(ii) Elastic property

As M becomes larger, the pce of the simplex code goes toward the origin.

(iii) Effective Elastic property

From Fig. 5, as M increases, the interval between the positions (indicated by ■) of 

pce decreases.

In the above discussion so far, there exists a simplex code for M = 2m (m ≥ 2) or 

M = 4ℓ (ℓ ≥ 3), where the obtained pce is shown by ■ in the figures.

(i) If M = 2m, then there are 2 m+1 − 2 m − 1 = 2m − 1 cases, where the simplex code  

cannot be available. 

(ii) If M = 4ℓ, only the 4(ℓ + 1) − 4ℓ − 1 = 3 is sufficient. 

eg. M = 7 : (7, log2 7, 4) code, M = 6 : (7, log2 6, 4) code, and M = 5 : (7, log2 5, 4) *. 

(*) Strictly speaking, note that, however, there is a reverse in performance between the (7, log2 4 = 2, 4) subcode of the (7, 3, 4) simplex  

code and the (3, log2 4 = 2, 2) simplex code.
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(i) It has been shown that the modified RM code proposed by M. Goto and 

M. Kobayashi [7] for improving the performance of ECOC is a linear equidistant

code, and gives one of the methods for generating the simplex code with N = 2m − 1. 

(ii)  It is known that the simplex codes can be generated from the Hadamard matrices, 

which is conjectured to exist for multiples of 4. So it is applicable enough for required  

M from the example of the number of categories (codewords) M ≤ 1000 (except 

668, 716, and 892) [10]. 

(iv) It is sufficiently practical to solve the classification problem. Furthermore, in this 

paper, it is clarified by the system evaluation model that the excellent properties of 

ECOC using the simplex code have elastic and effective elastic. These properties

imply that the relative performance degradation does not occur even if the number of

categories M increases.

(v) The codeword construction methods which combines the simplex code and other 

good codes are remained as future works.


